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#### Abstract

We analyze the $h p$-FEM applied to Helmholtz problems with piecewise analytic coefficients and a variety of boundary conditions. We show that quasi-optimality is reached under the following conditions on the mesh size $h$ and the approximation order $p$; a) $k h / p$ is sufficiently small and b) $p \gtrsim \log k$.
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## 1 Introduction

Time-harmonic wave propagation problems play an important role in a wide range of physical and industrial applications. A prominent example is the Helmholtz equation, which arises, e.g., in acoustics. The heterogeneous Helmholtz equation

$$
\begin{equation*}
-\nabla \cdot(A(x) \nabla u)+k^{2} n^{2}(x) u=f \tag{1}
\end{equation*}
$$

with coefficients $A, n$ describes time-harmonic acoustic waves in inhomogeneous media comprising materials with different acoustic properties (e.g., density, speed of sound). An important parameter in this model is the wavenumber $k>0$, which is proportional to the underlying frequency.

A key issue with numerical methods for such equations are dispersion errors, which manifest themselves in the fact that, as the wavenumber $k$ increases, the discrepancy between the error of the numerical method and the best approximation widens. In particular for homogeneous media, i.e., the Helmholtz equation with constant coefficients, this "pollution effect", [12], has been analyzed on translation invariant meshes, [1] and then on unstructured meshes [ 18,19 ] where it has been shown that high order Galerkin methods are better suited to deal with dispersion errors than low-order methods. In fact, while fixed order methods cannot be "pollution-free", [2], the $h p$-version of the Galerkin method ( $h p$ FEM) achieves quasi-optimality if the following
scale-resolution condition

$$
\begin{equation*}
\frac{k h}{p} \leq c_{1} \quad \text { and } \quad p \geq c_{2} \log k \tag{2}
\end{equation*}
$$

holds, $[10,18,19]$. Here, $c_{2}>0$ is an arbitrary constant and $c_{1}$ is required to be sufficiently small. In the present work we extend this result to the case of piecewise analytic coefficients $A, n$. For globally smooth coefficients $A, n$, such a result has recently been shown in $[11,14,15]$ using different techniques based on semiclassical analysis.

The insight underlying $[18,19]$ and its generalization here to the heterogeneous Helmholtz equation is a splitting of solutions of Helmholtz problems into a part with finite regularity and good $k$-dependence and an analytic part with explicit control in terms of $k$ ("regularity by decomposition"). This idea has been successfully applied in a variety of related contexts such as problems with corner singularities [5,10], discontinuous Galerkin [17], continuous interior penalty [9,24], FEM-BEM coupling, [21], and multiscale [6] methods. The technique of regularity by decomposition proves useful also in the context of a posteriori error estimation $[4,8]$ and in other wave propagation problems $[7,16,20]$.

## 2 Main result

### 2.1 Problem formulation and notation

We consider a bounded Lipschitz domain $\Omega \subset$ $\mathbb{R}^{d}, d \in\{2,3\}$. We assume $\Gamma:=\partial \Omega$ is analytic. We assume that $\Omega$ is partitioned into a set $\mathcal{P}$ of non-overlapping Lipschitz subdomains such that $\cup_{P \in \mathcal{P}} \bar{P}=\bar{\Omega}$. We introduce the internal interface $\Gamma_{\text {interf }}:=\cup_{P \in \mathcal{P}} \partial P \backslash \Gamma$ and require the pieces $\partial P, P \in \mathcal{P}$, to be analytic. We say that a function $G$ is piecewise analytic if, for some $C_{G}$, $\gamma_{G}>0$ and all $P \in \mathcal{P}$

$$
\left\|D^{\beta} G\right\|_{L^{\infty}(P)} \leq C_{G} \gamma_{G}^{|\beta|}|\beta|!\quad \forall \beta \in \mathbb{N}_{0}^{d} .
$$

For $T \subset \mathbb{R}^{d}$ we introduce the $k$-dependent analyticity class $\mathfrak{A}(C, \gamma, T)$ consists of functions $G$
with

$$
\left\|D^{\beta} G\right\|_{L^{2}(T)} \leq C \gamma^{|\beta|} \max \{|\beta|, k\}^{|\beta|} \quad \forall \beta \in \mathbb{N}_{0}^{d} .
$$

We write $u \in \mathfrak{A}(C, \gamma, \mathcal{P})$ to indicate that the function $u$ defined on $\Omega$ satisfies $u \in \mathfrak{A}(C, \gamma, P)$ for all $P \in \mathcal{P}$. We consider

$$
\begin{align*}
-\nabla \cdot(A(x) \nabla u)-k^{2} n^{2} u & =f & & \text { on } \Omega,  \tag{3}\\
\partial_{n_{A}} u-\mathrm{i} k u & =g & & \text { on } \Gamma, \tag{4}
\end{align*}
$$

where $A \in L^{\infty}\left(\Omega, \mathrm{GL}\left(\mathbb{C}^{d \times d}\right)\right)$ satisfies for some $c_{\text {min }}>0$

$$
\inf _{x \in \Omega} \operatorname{Re} \xi^{H} A(x) \xi \geq c_{\min }|\xi|^{2} \quad \forall \xi \in \mathbb{C}^{d}
$$

and both $A, n$ are piecewise analytic. With the outer normal vector $\mathbf{n}$ on $\Gamma$ we denote by $\partial_{n_{A}} v:=\mathbf{n}^{\top} A(x) \nabla v$ the co-normal derivative. Our analysis is carried out in the norm

$$
\|v\|_{1, k}^{2}:=\|\nabla u\|_{L^{2}(\Omega)}^{2}+k^{2}\|v\|_{L^{2}(\Omega)}^{2} .
$$

We will require the following
Assumption 1 (polynomial well-posedness)
There are $\theta \geq 0$ and $C>0$ such that for $k \geq 1$ (3), (4) has a unique solution $u \in H^{1}(\Omega)$ with

$$
\|u\|_{1, k} \leq C k^{\theta}\left[\|f\|_{L^{2}(\Omega)}+k^{1 / 2}\|g\|_{L^{2}(\Gamma)}\right]
$$

### 2.2 Quasi-optimality of $h p$-FEM

We consider meshes $\mathcal{T}_{h}$ that satisfy the assumptions spelled out explicitly in [18, Sec. 5]. Essentially, these meshes are such that with the reference simplex $\widehat{K}$ the element maps $F_{K}: \widehat{K} \rightarrow$ $K \in \mathcal{T}$ can be factored $F_{K}=R_{K} \circ A_{K}$ for some affine maps $A_{K}$ with $\left\|A_{K}^{\prime}\right\| \sim h$ and $\left\|\left(A_{K}^{\prime}\right)^{-1}\right\| \sim$ $h^{-1}$ and analytic maps $R_{K}$ whose analyticity properties can be controlled uniformly in $K$ and $h$. Additionally, we require the mesh to conform with the partition $\mathcal{P}$, i.e., each for each $K \in \mathcal{T}$ there is $P \in \mathcal{P}$ such that $K \subset P$.

With the space $\mathcal{P}_{p}$ of polynomials of degree $p$, we introduce the approximation space $V_{N}:=$ $S^{p, 1}(\mathcal{T}):=\left\{v \in H^{1}(\Omega)|v|_{K} \circ F_{K} \in \mathcal{P}_{p} \quad \forall P \in\right.$ $\mathcal{P}\}$. The $h p$-FEM approximation to the solution $u$ of (3), (4) is: Find $u_{N} \in S^{p, 1}\left(\mathcal{T}_{h}\right)$ such that

$$
\begin{aligned}
b\left(u_{N}, v\right) & =\ell(v) \quad \forall v \in S^{p, 1}\left(\mathcal{T}_{h}\right), \\
b\left(u_{N}, v\right) & :=\int_{\Omega} A(x) \nabla u_{N} \cdot \nabla \bar{v}-k^{2} n^{2}(x) u_{N} \bar{v} \\
& +\mathrm{i} k \int_{\Gamma} u_{N} \bar{v}, \\
\ell(v) & :=\int_{\Omega} f \bar{v}+\int_{\Gamma} g \bar{v}
\end{aligned}
$$

Theorem 2 ([3]) Let $u$ denote the solution of (3), (4) and $u_{N}$ the Galerkin approximation from (5). Under the assumptions above, given $c_{2}>0$ there are $C, c_{1}>0$ independent of $k, h, p$ such that under the scale resolution assumption

$$
\begin{equation*}
\frac{k h}{p} \leq c_{1} \quad \text { and } \quad p \geq c_{2} \log k \tag{6}
\end{equation*}
$$

there holds the quasi-optimality

$$
\left\|u-u_{N}\right\|_{1, k} \leq C \inf _{v \in S^{p, 1}\left(\mathcal{T}_{h}\right)}\|u-v\|_{1, k} .
$$

As the sesquilinear form $b$ satisfies a Gårding inequality, the proof of this theorem relies on a duality argument ("Schatz argument") as worked out in $[18,19]$. Specifically, one introduces the dual solution operator $f \mapsto \mathcal{S}^{*}(f)$ by

$$
b\left(v, \mathcal{S}^{*}(f)\right)=(v, f)_{L^{2}(\Omega)} \quad \forall v \in H^{1}(\Omega)
$$

and the adjoint approximation property

$$
\eta:=\sup _{f \in L^{2}} \inf _{v \in S^{p}, 1}\left(\mathcal{T}_{h}\right) \frac{\left\|\mathcal{S}^{*}(f)-v\right\|_{1, k}}{\|f\|_{L^{2}(\Omega)}} .
$$

Then, one estimates for the Galerkin error $e_{N}:=$ $u-u_{N}$ using Galerkin orthogonality

$$
\begin{aligned}
\left\|e_{N}\right\|_{L^{2}}^{2} & =\left|b\left(e_{N}, \mathcal{S}^{*}\left(e_{N}\right)\right)\right| \\
& =\inf _{v_{N} \in V_{N}}\left|b\left(e_{N}, \mathcal{S}^{*}\left(e_{N}\right)-v_{N}\right)\right| \\
& \lesssim\left\|e_{N}\right\|_{1, k} \eta\left\|e_{N}\right\|_{L^{2}},
\end{aligned}
$$

which leads to $\left\|e_{N}\right\|_{L^{2}} \lesssim \eta\left\|e_{N}\right\|_{1, k}$. Hence,

$$
\begin{aligned}
& \left\|e_{N}\right\|_{1, k}^{2} \lesssim\left|b\left(e_{N}, e_{N}\right)\right|+k^{2}\left\|e_{N}\right\|_{L^{2}}^{2} \\
& \lesssim \inf _{v \in V_{N}}\left|b\left(u-v, e_{N}\right)\right|+\left(k \eta\left\|e_{N}\right\|_{1, k}\right)^{2} \\
& \lesssim \operatorname{iff}_{v \in V_{N}}\|u-v\|_{1, k}\left\|e_{N}\right\|_{1, k}+\left(k \eta\left\|e_{N}\right\|_{1, k}\right)^{2} .
\end{aligned}
$$

We conclude Thm. 2 if $k \eta$ is sufficiently small.
This argument reduces the proof of the quasioptimality result to the analysis of $\eta$. In turn, the best approximation problem in the definition of $\eta$ requires the understanding of the regularity properties of the solution $\mathcal{S}^{*}(f)$ of the adjoint problem. This adjoint problem is again a Helmholtz problem with the same structure as (3), (4). The following Theorem 3 shows that $\mathcal{S}^{*}(f)$ can be written as $\mathcal{S}^{*}(f)=u_{H^{2}}+$ $u_{\mathfrak{A}}$ with $\left\|u_{H^{2}}\right\|_{H^{2}\left(\Omega \backslash \Gamma_{\text {interf }}\right)} \lesssim\|f\|_{L^{2}}$ and $u_{\mathfrak{A}} \in$ $\mathfrak{A}\left(C\|f\|_{L^{2}} k^{\theta}, \gamma, \mathcal{P}\right)$. Control of $\eta$ is achieved by approximating $u_{H^{2}}$ and $u_{\mathfrak{A}}$ from $S^{p, 1}\left(\mathcal{T}_{h}\right)$.

### 2.3 Regularity by decomposition

Underlying the proof of Theorem 2 is the following decomposition result:
Theorem 3 ([3]) Under the above assumptions, for every $(f, g) \in L^{2}(\Omega) \times H^{1 / 2}(\Gamma)$ the solution $u$ of (3), (4) can be written as $u=u_{H^{2}}+u_{\mathfrak{A}}$ with
$\left\|u_{H^{2}}\right\|_{H^{2}\left(\Omega \backslash \Gamma_{\text {interf }}\right)} \leq C\left[\|f\|_{L^{2}(\Omega)}+\|g\|_{H^{1 / 2}(\Gamma)}\right]$, $u_{\mathfrak{A}} \in \mathfrak{A}\left(C\left[\|f\|_{L^{2}}+\|g\|_{H^{1 / 2}}\right] k^{\theta}, \gamma, \mathcal{P}\right)$
for some $C, \gamma>0$ independent of $k$.

### 2.4 Ingredients of the proof of Thm. 3

The proof of Thm. 3 relies on an auxiliary problem: Let $w=\mathcal{S}^{+}(f, g)$ be the solution of

$$
\begin{align*}
-\nabla \cdot(A(x) \nabla w)+k^{2} w & =f & & \text { on } \Omega,  \tag{7}\\
\partial_{n_{A}} w & =g & & \text { on } \Gamma \tag{8}
\end{align*}
$$

By Lax-Milgram the operator $\mathcal{S}^{+}$is well-defined, and $\mathcal{S}^{+}(f, g)$ is piecewise $H^{2}$ with

$$
\begin{equation*}
\left\|\mathcal{S}^{+}(f, g)\right\|_{H^{2}\left(\Omega \backslash \Gamma_{\text {interf }}\right)} \lesssim\|f\|_{L^{2}}+\|g\|_{H^{1 / 2}} \tag{9}
\end{equation*}
$$

with implied constant independent of $k$. A second ingredient of the proof of Thm. 3 are filter operators:

Lemma 4 ([3]) For each $\eta>1$ there operators $H_{\eta}: L^{2}(\Omega) \rightarrow L^{2}(\Omega)$ and $H_{\eta}^{\Gamma}: L^{2}(\Gamma) \rightarrow$ $L^{2}(\Gamma)$ such that for $\varepsilon \in[0,1 / 2)$ and $0 \leq s^{\prime} \leq s$ and $L_{\eta}:=\mathrm{I}-H_{\eta}$ and $L_{\eta}^{\Gamma}:=\mathrm{I}-H_{\eta}^{\Gamma}$ :

1. $\left\|H_{\eta}\right\|_{\tilde{H}^{-\varepsilon}(\Omega)} \leq C_{\varepsilon}(\eta k)^{-\varepsilon}\|f\|_{L^{2}(\Omega)}$.
2. $\left\|H_{\eta}^{\Gamma} f\right\|_{H^{s^{\prime}}(\Gamma)} \leq C_{s, s^{\prime}}(\eta k)^{-\left(s-s^{\prime}\right)}\|f\|_{H^{s}(\Gamma)}$.
3. $L_{\eta} f \in \mathfrak{A}\left(C\|f\|_{L^{2}(\Omega)}, \eta, \Omega\right)$.
4. $L_{\eta}^{\Gamma} f$ is the restriction to $\Gamma$ of a function $F \in \mathfrak{A}\left(C\|f\|_{H^{-1 / 2}(\Gamma)}, \gamma, T\right)$ for some tubular neighborhood $T$ of $\Gamma$.
To prove Thm. 3 one introduces the solution operator $\mathcal{S}^{-}$by denoting $\mathcal{S}^{-}(f, g)$ the solution of (3), (4) with data $f, g$. Then, one writes

$$
\begin{aligned}
u & =\mathcal{S}^{+}\left(H_{\eta} f, H_{\eta}^{\Gamma} g\right)+\mathcal{S}^{-}\left(L_{\eta} f, L_{\eta}^{\Gamma} g\right)+\mathrm{r} \\
& =: u_{H^{2}, 0}+u_{\mathfrak{R}, 0}+\mathrm{r} .
\end{aligned}
$$

By (9), one has

$$
\begin{aligned}
& \left\|u_{H^{2}, 0}\right\|_{H^{2}\left(\Omega \backslash \Gamma_{\text {interf }}\right.} \lesssim \\
& \left\|H_{\eta} f\right\|_{L^{2}}+\left\|H_{\eta}^{\Gamma} g\right\|_{H^{1 / 2}} \lesssim\|f\|_{L^{2}}+\|g\|_{H^{1 / 2}}
\end{aligned}
$$

with implied constants independent of $k, \eta$. By the piecewise analyticity of the data $A, n$ and the analyticity of $\Gamma_{\text {interf }}, \Gamma$, the function $u_{\mathfrak{R}, 0}$ is piecewise analytic, and [3] asserts

$$
u_{\mathfrak{A}, 0} \in \mathfrak{A}\left(C k^{\theta}\left(\|f\|_{L^{2}}+\|g\|_{H^{1 / 2}}\right), \gamma, \mathcal{P}\right)
$$

for some $\gamma>0$ independent of $k$. Finally, the remainder r satisfies

$$
\begin{aligned}
-\nabla \cdot(A(x) \nabla \mathrm{r})-k^{2} n^{2} \mathrm{r} & =2 k^{2} u_{H^{2}, 0}=: f_{1} \text { on } \Omega, \\
\partial_{n_{A}} \mathrm{r}-\mathrm{i} k \mathrm{r} & =\mathrm{i} k u_{H^{2}, 0}=: g_{1} \quad \text { on } \Gamma .
\end{aligned}
$$

Lax-Milgram and the properties of the operators $H_{\eta}, H_{\eta}^{\Gamma}$ then allow one to show with $\varepsilon=1 / 4$

$$
\left\|f_{1}\right\|_{L^{2}}+\left\|g_{1}\right\|_{H^{1 / 2}} \leq C \eta^{-\varepsilon}\left[\|f\|_{L^{2}}+\|g\|_{H^{1 / 2}}\right]
$$

with a $C>0$ independent of $\eta$. We may thus select $\eta>1$ such that $C \eta^{1 / 2} \leq 1 / 2<1$. In conclusion, we have shown with this choice of $\eta$

$$
\mathcal{S}^{-}(f, g)=u_{H^{2}, 0}+u_{\mathfrak{R}, 0}+\mathcal{S}^{-}\left(f_{1}, g_{1}\right)
$$

with $\left\|f_{1}\right\|_{L^{2}}+\left\|g_{1}\right\|_{H^{1 / 2}} \leq 1 / 2\left[\|f\|_{L^{2}}+\|g\|_{H^{1 / 2}}\right]$. The decomposition can be repeated for $\mathcal{S}^{-}\left(f_{1}, g_{1}\right)$, and a geometric series argument then concludes the proof.

### 2.5 Extensions of Thm. 3

The proof of Thm. 3 relies on a few principles that open the door to more general settings. Consider, for some boundary operator $T_{k}^{-}$the problem

$$
\begin{aligned}
L_{k}^{-} u:=-\nabla \cdot(A(x) \nabla u)-k^{2} n^{2}(x) u & =f & & \text { on } \Omega, \\
\partial_{n_{A}} u-T_{k}^{-} u & =g & & \text { on } \Gamma,
\end{aligned}
$$

For its analysis, introduce the auxiliary problem

$$
\begin{aligned}
L_{k}^{+} u:=-\nabla \cdot(A(x) \nabla u)+k^{2} u & =f & & \text { on } \Omega, \\
\partial_{n_{A}} u-T_{k}^{+} u & =g & & \text { on } \Gamma
\end{aligned}
$$

for some boundary operator $T_{k}^{+}$. One can generalize the procedure of Section 2.4 to this setting, if the following requirements are satisfied:

1. $L_{k}^{-}$and $L_{k}^{+}$have the same principal part (which they do);
2. $T_{k}^{-}-T_{k}^{+}$is an operator of order zero of the form $T_{k}^{-}-T_{k}^{+}=k B+\mathfrak{a}$, where the zero-th order operator $B$ is controlled uniformly in $k$ and $\mathfrak{a}$ maps into a class of analytic functions in the sense that $\mathfrak{a} u$ is the restriction to $\Gamma$ of a function $\mathfrak{U} \in \mathfrak{A}\left(C k^{\beta}\|u\|_{L^{2}(\Gamma)}, \gamma, T\right)$ for some tubular neighborhood $T$ of $\Gamma$ and some $\beta$.
3. the solution operator $\mathcal{S}^{+}$for the auxiliary problem admits the shift theorem (9) uniformly in $k$;
4. the solution $\mathcal{S}^{-}(f, g)$ is in an analyticity class $\mathfrak{A}\left(C k^{\beta}, \gamma, \mathcal{P}\right)$ for some $\beta \in \mathbb{R}$ if $f \in$ $\mathfrak{A}\left(C_{f}, \gamma_{f}, \mathcal{P}\right)$ and $g$ is the restriction to $\Gamma$ of a function $G \in \mathfrak{A}\left(C_{g}, \gamma_{g}, T\right)$ for some tubular neighborhood $T$ of $\Gamma$.

Example 5 (exact b.c. for $d=3$ ) Let $\operatorname{DtN}_{k}$ be the exterior Dirichlet-to-Neumann operator given by $\mathrm{DtN}_{k}: g \mapsto \partial_{n} v$, where $v$ solves the homogeneous Helmholtz equation with Sommerfeld radiation condition:

$$
\begin{aligned}
& -\Delta v-k^{2} v=0 \quad \text { in } \mathbb{R}^{d} \backslash \bar{\Omega},\left.\quad v\right|_{\Gamma}=g \\
& \partial_{r}-\mathrm{i} k v=o\left(|x|^{-1}\right) \quad \text { for }|x| \rightarrow \infty
\end{aligned}
$$

Select $T_{k}^{-}:=\mathrm{DtN}_{k}$. The corresponding operator $T_{k}^{+}$is then taken as the Dirichlet-to-Neumann operator $\mathrm{DtN}_{0}$ for $k=0$, where the radiation condition required in the definition of $\mathrm{DtN}_{0}$ is such that $v=O(1 /|x|)$. A decomposition result similar to Thm. 3 is then asserted in [3].

Example 6 ( $2^{\text {nd }}$ order ABC) A possible choice for $T_{k}^{-}$is $T_{k}^{-} u=\alpha \Delta_{\Gamma} u-\beta u$ with $\Delta_{\Gamma}$ being the Laplace-Beltrami operator on $\Gamma$ and $\alpha, \beta \in \mathbb{C}$ parameters with $\operatorname{Im} \alpha \sim 1 / k, \operatorname{Re} \alpha=O\left(k^{-2}\right)$, $\beta=O(k)$. One may choose $T_{k}^{+}$as the leading order term of $T_{k}^{-}$, i.e., $T_{k}^{+} u=\alpha \Delta_{\Gamma} . \quad A$ decomposition result similar to Thm. 3 can be achieved, [3]. The analysis is performed in the norm $\|v\|_{1, k, 1}:=\|v\|_{1, k}+k^{-1 / 2}|v|_{H^{1}(\Gamma)}$.

### 2.6 Extensions of Thm. 2

Examples 5, 6 assert generalizations of Thm. 3 to other other boundary conditions. The extension of Thm. 2 to that setting requires modifications of the proof. Indeed, the proof of Thm. 3 sketched above uses a uniform-in- $k$ continuity of $b$. In more general situations such as the one given by Example 5, one merely has estimates of the form $\left|\left\langle\mathrm{DtN}_{k} u, v\right\rangle\right| \lesssim\left|\left\langle\mathrm{DtN}_{0} u, v\right\rangle\right|+$ $|\langle k B u, v\rangle|+|\langle\mathfrak{a} u, v\rangle|$, where $B$ is an operator of order zero (bounded uniformly in $k$ ) and the operator $\mathfrak{a}$ maps into a class of analytic functions as described in Sec. 2.5 for the difference $T_{k}^{-}-T_{k}^{+}$. The proof of quasi-optimality of the Galerkin method for the problem of Example 5 then requires additional duality arguments to
treat the terms involving the operators $k B$ and $\mathfrak{a},[3]$. We refer to $[16,20]$ for similar treatments in the case of BEM or Maxwell's equation.

## 3 Numerical Results

## $3.12^{\text {nd }}$ order ABC

We consider (3) equipped with $2^{n d}$ order absorbing boundary conditions (ABC) of the form given in Example 6. The parameters $\alpha, \beta$ are selected as $\alpha=-\mathrm{i} /(2 k), \beta=\mathrm{i} k-1 / 2-\mathrm{i} /(8 k)$. We refer to $[13$, Sec. 3.3.3] for a more detailed discussion of different choices of the parameters $\alpha, \beta . \Omega=B_{1}(0) \subset \mathbb{R}^{2}, A=\mathrm{I}, n=\chi_{B_{1 / 2}(0)}+$ $2 \chi_{B_{1}(0) \backslash B_{1 / 2}(0)}$, where $\chi_{B}$ denotes the characteristic function of the set $B$. The exact solution is prescribed as $u(x, y)=\sin (k(x+y))$. The computations are done with NGSolve, [22, 23]. Fig. 1 show the performance of the $h$-version Galerkin method for $p \in\{1,2,3,4\}$ and $k \in$ $\{10,50,100,200,500,1000\}$, where the relative error in the energy norm $\|\cdot\|_{1, k, 1}$ is plotted version the number of degrees of freedom per wavelength $N_{\lambda}:=\frac{2 \pi N^{1 / d}}{k|\Omega|^{1 / d}}$ with $N=\operatorname{dim} S^{p, 1}\left(\mathcal{T}_{h}\right)$.

### 3.2 Scale resolution condition

We consider for the unit ball $\Omega=B_{1}(0)$ for $d \in\{1,2\}$ the problem

$$
\begin{aligned}
-\Delta u-k^{2}\left(2-x^{2}\right) u=f & \text { in } \Omega \\
\partial_{n} u-\mathrm{i} k u=g & \text { on } \Gamma
\end{aligned}
$$

with prescribed solution $u(x)=\sin (k x)$ for $d=$ 1 and $u(x, y)=\sin (k(x+y))$ for $d=2$. For $k_{0}=2$ for $d=1$ and $k_{0}=2.1$ for $d=2$, select for each polynomial degree $p \geq 2$ the wavenumber $k=k_{0}^{p}$ and the quasi-uniform mesh size $h$ such that a prescribed number of degrees of freedom per wavelength $N_{\lambda}$ is achieved. Fig. 2 presents the ratio of the Galerkin error and the best approximation error for different values of $N_{\lambda} \sim 1 / c_{1}$ and indicates the necessity to require $c_{1}$ to be sufficiently small.
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